
1.  Websearch
Modern websearch engines consist of two stages: an indexing stage, 
and a query stage.  At the indexing stage, a web-crawler traverses 
links between web pages and builds a text database and link data-
base for all pages on the web.  These two databases form the core 
of a search engine.  We perform off-line analysis of the link database 
to statically compute measures like PageRank.

At search time, (1) an engine finds pages that contain the query word 
in the text database.  Then, (2) it computes a query similarity score 
for each page and retrieves the PageRank score (as well as other 
features).  Finally, it (3) sorts the pages and returns the results.

2.  PageRank Model
To rank all the pages on the web, PageRank models a random surfer 
browsing the web and uses the stationary distribution of the associ-
ated Markov chain as the ranking score.  Assume we are given a we-
bgraph adjacency matrix, A, a parameter, c, and a prior probability 
distribution over pages, v.

1.  Construct the random walk matrix.

2.  Add links from dangling pages.

3.  Add random moves.

The PageRank vector is the stationary dis-
tribution of the Markov transition matrix.

A unique stationary distribution exists because P’’ is a strictly posi-
tive matrix and the Perron-Frobenius theorem applies.

3.  Power Law Data
A power law graph is defined by the property that the number of 
vertices with degree k is proportional to 

for power law exponent β.  Our graphs have β between 1.4 and 2.0.

The implication of the power-law distribution 
is that many pages have very low degree and a 
few pages have extremely high degree.  Futher, 
there is little structure in the associated adja-
cency matrix as the matrix-plot shows.  

Our datasets have a wide variety of sizes, but 
all display the power-law distribution.  

4.  Computation
PageRank can be converted from an eigensystem to a linear system 
by way of the following transformation.  This transformation gives 
us a wide-range of computational possibilities.  

The linear system is large, sparse, and unsymmetric.  This limited 
our choice of linear solvers to parallel, unsymmetric solvers.  From 
this subset of solvers, we examined Jacobi, GMRES, BiCG, and BiC-
GSTAB.  (Other available solvers in PETSc did not converge.)

Our computational flowchart shows all the methods from our ex-
periments.  The following tables gives the computational costs.

5.  Results
Our goal was to compute the PageRank vector as quickly as pos-
sible, to a given tolerance.  Each plot below shows convergence of 
all of the methods in terms of number of iterations and time.   The 
graphs used were uk and db, which in our experience, show the be-
havioral extremes.

The next table shows the runtime for the each method.  

The size is the number of nodes (pages) and number of edges (links).  
Each entry is the number of iterations, average time per iteration, 
and total time.  * denotes a preconditioner.  The residual tolerance 
is 10-7.

6.  Scaling
We observed that a trivial distribution of the matrix to processors 
(balancing only number of rows) displayed oscillatory behavior as 
we scaled the number of processors.  This behavior is smoothed 
by our heuristic load-balancing distribution.  Additionally, the more 
sophisticated linear solvers (i.e. the KSP methods) showed better 
scalability than simple power iterations.

7.  Host Ordering
The webgraph has the property that pages within a particular host 
(e.g. icme.stanford.edu) are much more connected than pages be-
tween hosts.  Because we have the URL for each page (which in-
cludes the host), we can exploit this property to reorder the matrix 
and improve parallel performance.

8.  Conclusions
The power iteration and Jacobi methods have approximately 
the same behavior on our graphs.

The convergence of Krylov methods strongly depends on the 
graph and is non-monotonic.

Krylov methods converge fastest by number of iterations, but 
the actual run time may be longer than simple power itera-
tions.

BiCGSTAB and GMRES converge in the smallest number of it-
erations.  GMRES demonstrates more stable behavior. 

The BiCGSTAB algorithm scales better than power iterations 
due to the parallelism in the extra work performed. 

The best method to use is either power iterations or BiCG-
STAB.  The final choice of method is dependent on the time 
of a parallel matrix-vector multiply compared with the time of 
the extra work performed in the BiCGSTAB algorithm.  
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Abstract
We investigated the numerical and parallel performance of linear 
algebra algorithms when applied to power law data typical for infor-
mation retrieval.  In particular, we report on the behavior of parallel 
numerical algorithms applied to computing the PageRank vector for 
a 1.4 billion node and 6.6 billion edge directed web graph. 

We also describe the details of our parallel implementation that 
was able to compute the PageRank vector for this web graph on 
a distributed memory cluster in under 6 minutes.  The cluster had 
120 blades with two 2.8 GHz Intel Xeon processors and 4 GB of 
memory each.

Search:

Stanford Web  People

11.10.05

Architectural design major: Stanford now offers an 
undergraduate major in architectural design, hosted in the Civil 
and Environmental Engineering Department (CEE). It merges 
engineering courses that teach the latest technological 
advances with hands-on architectural design exercises that let 
students spread their creative wings in a brand-new studio in 
the Terman Engineering Center. more »

11.09.05

Dalai Lama visits campus: Just before addressing the
sold-out crowd for the mass meditation and teaching event in
Maples Pavilion on Friday morning, the Dalai Lama endeared
himself to the approximately 7,000 students, worshippers and
other eager guests with one simple gesture—he took off his
shoes. more »

more news »

Bill Walsh: Stanford's former head football coach and current 
interim director of athletics will speak about on "Dynamics of 
Competition & Race". Friday, November 11 at noon in Bldg
200, Rm 30. more »

more events »

The Campaign for Undergraduate Education 
(CUE) is Stanford's five-year, $1 billion 
fundraising effort exclusively for undergraduate 
programs. Read online student journals and
watch video interviews to learn more about this 

unprecedented investment in undergraduate 
opportunities. go »

more sites »

    

  

© Stanford University. All Rights Reserved. Stanford, CA 94305. (650) 723-2300. Terms of Use | Copyright Complaints

 

Web Images Video Directory Local News Shopping 

Copyright © 2005 Yahoo! Inc. All rights reserved. Privacy Policy - Terms of Service - Copyright/IP Policy - Submit Your Site - Job 

Openings

 


 BETA

Mail  Compose mithandor Sign Out

In the News

Angry Jordanians rally to protest bombings

42 killed at Iraq restaurant, army center

Poll: Most Americans say Bush not honest

Marines help rebuild war-scarred Fallujah

Potential origins of Europeans found

Appetite-suppressing hormone discovered

Cars soon may 'talk' to roads, each other

Markets: Dow +0.89% · Nasdaq +0.96%

Web ImagesImages Video DirectoryDirectory Local News ShoppingShopping 

 


 BETA

Mail  ComposeCompose mithandor Sign OutSign Out

In the News

Angry Jordanians rally to protest bombingsAngry Jordanians rally to protest bombings

42 killed at Iraq restaurant, army center42 killed at Iraq restaurant, army center

Poll: Most Americans say Bush not honestPoll: Most Americans say Bush not honest

Marines help rebuild war-scarred FallujahMarines help rebuild war-scarred Fallujah

Potential origins of Europeans foundPotential origins of Europeans found

Appetite-suppressing hormone discoveredAppetite-suppressing hormone discovered

Cars soon may 'talk' to roads, each otherCars soon may 'talk' to roads, each other

September 1, 2005

Final Submission Deadline for Bandwidth 

Challenge 

September 6, 2005

Notification of acceptance for Posters

Application deadline for SC Global Satellite Sites

Application deadline for Student Volunteers

Notification of final program for the Exhibitor 

Forum 

September 22, 2005

Deadline for final version of handouts for 

Tutorials 

October 7, 2005

Deadline for certification of all SC Global 

Satellite Sites 

The best minds in HPC discuss and debate the 

latest issues through plenaries, papers, panels

and more.

Teams of educators learn to use high-end 

computing and modeling as an instructional tool.

Undergraduates and graduate students can 

apply for the student volunteer program and 

have the opportunity to network with leading 

researchers in high-performance computing.

Faculty and staff with minority serving institutions

are welcomed into the SC family through this 

innovative effort. 

New to SC|05, this initiative showcases powerful 

data analysis applications and visualization tools

used to solve complex, real-world problems.

Evolutionary and revolutionary HPC storage

technologies strut their stuff through this 

high-bandwidth, heterogeneous storage initiative.

These annual competitions push the limits of 

network applications, storage systems, and

high-performance analytics.

Can‘t make it to SC|05 in person? Attend virtually via SC Desktop.     |     Attention Exhibitors: Add Your Events t

September 1, 2005

Final Submission Deadline for Bandwidth 

Challenge 

September 6, 2005

Notification of acceptance for Posters

Application deadline for SC Global Satellite Sites

Application deadline for Student Volunteers

Notification of final program for the Exhibitor 

Forum 

September 22, 2005

Deadline for final version of handouts for 

Tutorials 

October 7, 2005

Deadline for certification of all SC Global 

Satellite Sites 

The best minds in HPC discuss and debate the 

latest issues through plenaries, papers, panels

and more.

Teams of educators learn to use high-end 

computing and modeling as an instructional tool.

Undergraduates and graduate students can 

apply for the student volunteer program and 

have the opportunity to network with leading 

researchers in high-performance computing.

Faculty and staff with minority serving institutions

are welcomed into the SC family through this 

innovative effort. 

New to SC|05, this initiative showcases powerful 

data analysis applications and visualization tools

used to solve complex, real-world problems.

Evolutionary and revolutionary HPC storage

technologies strut their stuff through this 

high-bandwidth, heterogeneous storage initiative.

These annual competitions push the limits of 

network applications, storage systems, and

high-performance analytics.

Can‘t make it to SC|05 in person? Attend virtually via SC Desktop.     |     Attention Exhibitors: Add Your Events t

text analysis

link analysis

 

Web Images Video Directory Local News Shopping 

Copyright © 2005 Yahoo! Inc. All rights reserved. Privacy Policy - Terms of Service - Copyright/IP Policy - Submit Your Site - Job 

Openings

 



 BETA

Mail  Compose mithandor Sign Out

In the News

Angry Jordanians rally to protest bombings

42 killed at Iraq restaurant, army center

Poll: Most Americans say Bush not honest

Marines help rebuild war-scarred Fallujah

Potential origins of Europeans found

Appetite-suppressing hormone discovered

Cars soon may 'talk' to roads, each other

Markets: Dow +0.89% · Nasdaq +0.96%

1. lookup query

Search:

Stanford Web  People

11.10.05

Architectural design major: Stanford now offers an 
undergraduate major in architectural design, hosted in the Civil 
and Environmental Engineering Department (CEE). It merges 
engineering courses that teach the latest technological 
advances with hands-on architectural design exercises that let 
students spread their creative wings in a brand-new studio in 
the Terman Engineering Center. more »

11.09.05

Dalai Lama visits campus: Just before addressing the
sold-out crowd for the mass meditation and teaching event in
Maples Pavilion on Friday morning, the Dalai Lama endeared
himself to the approximately 7,000 students, worshippers and
other eager guests with one simple gesture—he took off his
shoes. more »

more news »

Bill Walsh: Stanford's former head football coach and current 
interim director of athletics will speak about on "Dynamics of 
Competition & Race". Friday, November 11 at noon in Bldg
200, Rm 30. more »

more events »

The Campaign for Undergraduate Education 
(CUE) is Stanford's five-year, $1 billion 
fundraising effort exclusively for undergraduate 
programs. Read online student journals and
watch video interviews to learn more about this 

unprecedented investment in undergraduate 
opportunities. go »

more sites »

    

  

© Stanford University. All Rights Reserved. Stanford, CA 94305. (650) 723-2300. Terms of Use | Copyright Complaints

 

Web Images Video Directory Local News Shopping 

Copyright © 2005 Yahoo! Inc. All rights reserved. Privacy Policy - Terms of Service - Copyright/IP Policy - Submit Your Site - Job 

Openings

 


 BETA

Mail  Compose mithandor Sign Out

In the News

Angry Jordanians rally to protest bombings

42 killed at Iraq restaurant, army center

Poll: Most Americans say Bush not honest

Marines help rebuild war-scarred Fallujah

Potential origins of Europeans found

Appetite-suppressing hormone discovered

Cars soon may 'talk' to roads, each other

Markets: Dow +0.89% · Nasdaq +0.96%

Web ImagesImages Video DirectoryDirectory Local News ShoppingShopping 

 


 BETA

Mail  ComposeCompose mithandor Sign OutSign Out

In the News

Angry Jordanians rally to protest bombingsAngry Jordanians rally to protest bombings

42 killed at Iraq restaurant, army center42 killed at Iraq restaurant, army center

Poll: Most Americans say Bush not honestPoll: Most Americans say Bush not honest

Marines help rebuild war-scarred FallujahMarines help rebuild war-scarred Fallujah

Potential origins of Europeans foundPotential origins of Europeans found

Appetite-suppressing hormone discoveredAppetite-suppressing hormone discovered

Cars soon may 'talk' to roads, each otherCars soon may 'talk' to roads, each other

September 1, 2005

Final Submission Deadline for Bandwidth 

Challenge 

September 6, 2005

Notification of acceptance for Posters

Application deadline for SC Global Satellite Sites

Application deadline for Student Volunteers

Notification of final program for the Exhibitor 

Forum 

September 22, 2005

Deadline for final version of handouts for 

Tutorials 

October 7, 2005

Deadline for certification of all SC Global 

Satellite Sites 

The best minds in HPC discuss and debate the 

latest issues through plenaries, papers, panels

and more.

Teams of educators learn to use high-end 

computing and modeling as an instructional tool.

Undergraduates and graduate students can 

apply for the student volunteer program and 

have the opportunity to network with leading 

researchers in high-performance computing.

Faculty and staff with minority serving institutions

are welcomed into the SC family through this 

innovative effort. 

New to SC|05, this initiative showcases powerful 

data analysis applications and visualization tools

used to solve complex, real-world problems.

Evolutionary and revolutionary HPC storage

technologies strut their stuff through this 

high-bandwidth, heterogeneous storage initiative.

These annual competitions push the limits of 

network applications, storage systems, and

high-performance analytics.

Can‘t make it to SC|05 in person? Attend virtually via SC Desktop.     |     Attention Exhibitors: Add Your Events t

September 1, 2005

Final Submission Deadline for Bandwidth 

Challenge 

September 6, 2005

Notification of acceptance for Posters

Application deadline for SC Global Satellite Sites

Application deadline for Student Volunteers

Notification of final program for the Exhibitor 

Forum 

September 22, 2005

Deadline for final version of handouts for 

Tutorials 

October 7, 2005

Deadline for certification of all SC Global 

Satellite Sites 

The best minds in HPC discuss and debate the 

latest issues through plenaries, papers, panels

and more.

Teams of educators learn to use high-end 

computing and modeling as an instructional tool.

Undergraduates and graduate students can 

apply for the student volunteer program and 

have the opportunity to network with leading 

researchers in high-performance computing.

Faculty and staff with minority serving institutions

are welcomed into the SC family through this 

innovative effort. 

New to SC|05, this initiative showcases powerful 

data analysis applications and visualization tools

used to solve complex, real-world problems.

Evolutionary and revolutionary HPC storage

technologies strut their stuff through this 

high-bandwidth, heterogeneous storage initiative.

These annual competitions push the limits of 

network applications, storage systems, and

high-performance analytics.

Can‘t make it to SC|05 in person? Attend virtually via SC Desktop.     |     Attention Exhibitors: Add Your Events t

2. score pages

Page Query Score PageRank
1 0.7 0.4
2 0.8 0.1
2 0.1 0.5

3. sort results

Yahoo!   My Yahoo!   Mail     Welcome,  [Sign Out, My Account]

BETA 



SC 2005 Supercomputing Seattle Hotels Hotels by Seattle Washington

Convention Center for SC 05 Supercomputing Conference Nov 12-18, 2005. 

Book online and Save.
www.convention-hotels.com

SC|05

sc05.supercomputing.org - 30k - Cached - More from this site - Save - Block

1.

SC04 Home

acm.supercomputing.org/sc2004 - More from this site - Save - Block

2.

SCXY Conference Series

www.sc-conference.org - 13k - Cached - More from this site - Save - Block

3.

Ohio Supercomputer Center

Category: Ohio > Science > Engineering

www.osc.edu - 36k - Cached - More from this site - Save - Block

4.

TOP500 Supercomputing Sites

Category: Computer Science > Supercomputing and Parallel Computing
www.top500.org - 22k - Cached - More from this site - Save - Block

5.

ScienceDaily -- Browse Topics: Computers/Supercomputing

www.sciencedaily.com/directory/Computers/Supercomputing - 78k - Cached -

More from this site - Save - Block

6.

Welcome to ICS05

ics05.csail.mit.edu - 4k - Cached - More from this site - Save - Block

7.

Supercomputing Online - Homepage for the World's 
Supercomputing Professionals

www.supercomputingonline.com - 31k - Cached - More from this site - Save - 

8.

Search Home

  



... September 1, 2005. Final Submission Deadline for Bandwidth ... September 6, 

2005. Notification of acceptance for Posters ... September 22, 2005. Deadline for 
final version of handouts ...

Welcome. Registration. Exhibits. StorCloud. InfoStar. Infrastructure

The International Conference for High Performance Computing and 

Communications ... Seattle, WA. November 12-18 2005. SC2004 ...

supercomputer center based in Columbus sponsored by the State of Ohio. Offers 
programming workshops, focus groups, and consulting services.

list of the 500 most powerful computer systems.

... Ben' (July 27, 2005) — Pittsburgh Supercomputing Center (PSC) now has it 

own ... The National Center For Supercomputing - Information about 

supercomputing applications and research in ...

... ACM International Conference on Supercomputing. ICS05.csail.mit.edu. June 

20 - 22, 2005 (Workshop Tutorials - June 19th ...

Supercomputing Online - Homepage for the World's Supercomputing

Professionals





Web Images Video Directory Local News Shopping



Search Results

1

2

3

4

56

above: the original webgraph.
below: transition probabilities 

for node 1.

Name # Nodes # Links Storage
bs-cc 20 K 130 K 1.6 MB
edu 2 M 14 M 176 MB

yahoo-r2 14 M 266 M 3.25 GB
uk 18.5 M 300 M 3.67 GB

yahoo-r3 60 M 850 M 10.4 GB
db 70 M 1 B 12.3 GB
av 1.4 B 6.6 B 80 GB

power law degree distribution

bs-cc adjecency matrix

datasets and sizes

Parallel Distribution
We stored the webgraph in parallel using a sparse adjacen-
cy matrix representation.  This corresponds to putting groups 
of nodes on each processor.   We were unsuccessful in using 
existing graph partitioning tools and implemented a heuristic 
balancing technique.  In our technique, we do not reorder the 
matrix and fill up a processor until: 

Parallel System
Our parallel computer was a cluster of 120 blades connected 
with a full Gigabit ethernet switch.  We implemented our Pag-
eRank codes on top of PETSc and MPI.  We used PETSc for 
the basic linear algebra operations and iterative methods on 
parallel sparse matrices.  

Parallel Topology
We investigated two network topologies: a star topology with 
10 blades on each switch and a fully connected topology with 
one master Gigabit ethernet switch.  The different topologies 
changed the relative behavior of the algorithms.
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